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Abstract. Creating tactile patterns on the body via a spatial arrange-
ment of many tactile actuators offers many opportunities and presents
a challenge, as the design space is enormous. This paper presents a VR
interface that enables designers to rapidly prototype complex tactile in-
terfaces. It allows for painting strokes on a modeled body part and trans-
lates these strokes into continuous tactile patterns using an interpolation
algorithm. The presented VR approach avoids several problems of tra-
ditional 2D editors. It realizes spatial 3D input using VR controllers
with natural mapping and intuitive spatial movements. To evaluate this
approach in detail, we conducted a user study and iteratively improved
the system. The study participants gave predominantly positive feedback
on the presented VR interface (SUS score 79.7, AttrakDiff “desirable”).
The final system is released alongside this paper as an open-source Unity
project for various tactile hardware.

Keywords: Tactile Patterns · Tactile Pattern Design · Tactile Feedback
· Design Tool · Design Interface · VR Tool · Spatial Input.

1 Introduction

Beyond haptic renderings, which may be realized using physics simulations (e.g.,
contact or impact forces), tactile patterns (TPs) can be used for abstract con-
cepts such as eliciting emotions or guidance during navigation. However, the
design of tactile patterns for such abstract concepts requires manual exploration
of the design space. It is also interesting for non-technical people (e.g., for per-
sonalized touch sensations between remote humans). With the emergence of
high-fidelity haptic feedback, the demand for interfaces that can be used to de-
sign TPs and effects rose as well. Several works appeared in the recent past
[6, 13, 20, 33, 36, 42] but none of these approaches is designed for a high number
of actuators that may be spatially oriented in more complex shapes than just a
2D grid.
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Fig. 1. The final version of VRTactileDraw in action. Users wear an HTC Vive Pro
VR headset and a tactile display [26] (center). A user draws symmetric strokes on the
3D model head in VR (left) and then replays the resulting pattern (right). During
drawing, the user can feel the resulting tactile actuation.

This work introduces a pattern design interface for tactile feedback systems
that feature many actuators in complex spatial arrangements around the body
(e.g., [3, 4, 10, 14, 26, 29, 32, 41]). The need for a pattern designer for systems,
including many arbitrarily distributed actuators on the human body, can be
further motivated by the wide range of novel use cases the systems above enable.
For example, full-body suits potentially enable the feeling of physical closeness
to a remote person by ”distantly touching or brushing“ a model body in any
desired location, effectively creating a real-time TP. Another example would be
creating TPs for an immersive movie where viewers wear a tactile system when
watching action-packed scenes and feel specifically designed effects on their body.
Imagine feeling the shockwave of an explosion or a giant spider crawling up your
spine and over your head before finally becoming visible in the movie scene from
above.

In our prior work [24], an iterative design process was followed, which in-
cludes several design and implementation phases and two think-aloud studies
with feedback from technical and non-technical users. The goal was to develop
two variants of an intuitive TP designer (see Fig. 2):

– A curve interface, which behaves like an audio/video editor, allowing the
user to modify the intensity-over-time curve of each actuator.

– A drawing interface, which allows the user to directly draw actuation strokes
onto a body part, with interpolation between the actuators.

With the TP designer from our prior work [24], created patterns can be
played while drawing. Heat maps provide a live visual representation of vibration
intensity. Users who wear the tactile feedback system can simultaneously feel the
created pattern. The two variants have different advantages and disadvantages,
but we focused on improving the drawing interface, as users tended to prefer it
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Fig. 2. Curve interface (left) and drawing interface (right) from prior work [24].

over the rather complex curve interface. Some of the most severe disadvantages
of the drawing mode are related to the 2D user interface. In particular, the
following tasks are difficult to perform with the 2D interface:

– Drawing a stroke on a non-flat body part from a 2D camera perspective as
this leads to distortions.

– Moving the camera around the modeled body part while drawing a stroke.
– Adjusting the stroke intensity level while drawing a stroke.

These issues with the 2D interface led us to develop a VR user interface
for the same purpose. A VR interface can address the above challenges. It offers
increased spatial awareness, ease of moving around a 3D model by simply walking
around, and a more direct spatial mapping when drawing. While developing the
VR interface, we had the following research questions in mind:

– RQ1 - Usability: What kinds of interactions are suited best for designing
tactile patterns in VR? How can the required interface functionality be made
as simple and intuitive as possible, and what levels of and usability does the
designed VR interface achieve?

– RQ2 - Comfort: How can the VR experience be made comfortable for the
user, and what levels of and comfort does the designed VR interface achieve?

The final version of the resulting VRTactileDraw system is shown in Figure 1.

2 Background and Related Work

We first give an overview of tactile feedback systems without going into too
much detail, as the specific actuator configurations and application areas are
less relevant to this work. Then we discuss several TP editors and conclude with
the specific prior work on which this paper is based.

2.1 Tactile Feedback

Early work on tactile displays appeared in 1957 by Geldard et al. [16] and was
neatly summarized alongside newer work and general guidelines by Jones and
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Sarter [23]. Their research review in the area concludes that different levels of
vibrotactile intensity and frequency are hard to distinguish and even interfere
with each other. Simultaneously, stimulus location and duration are easier to
identify and can thus achieve a higher bandwidth of communicated information.

A variety of tactile feedback systems appeared after the initial steps in this
domain with a large number of different use cases, including situational aware-
ness, navigation and guidance, vision substitution, obstacle avoidance, notifica-
tion, target acquisition, and others:

– vibrotactile belts: e.g. [15, 34, 45]
– vibrotactile systems on the arm, wrist, or hand: e.g. [4, 33]
– vibrotactile systems on the head: e.g. [8, 11, 26]
– vibrotactile systems on the back: e.g. [22, 38]
– full body suits: e.g. [3, 10, 14, 29, 32]

Except for full-body, head-worn, and vision substitution systems, most of
the systems above feature a relatively low number of actuators in a simple con-
figuration and require only moderate work to define meaningful TPs manually.
However, there are systems with large numbers of actuators or complex actuator
arrangements [3, 4, 10, 14, 26, 29, 32, 41], which pose an obvious challenge to
the design of TPs. They currently require a significant amount of manual work
by a pattern designer or algorithmic support to generate meaningful TPs due
to their complexity. In such situations and without the support of a suitable in-
terface, creating high-quality TPs is a daunting task. These use cases are likely
to profit most from the proposed system, as it is expected to drastically reduce
the amount of work needed for generating meaningful TPs. It enables fast pro-
totyping and allows even non-technical users of the system to define their own
TPs.

Fig. 3. HapticHead for vibrotactile feedback around the head [26].

One system that benefits from the VRTactileDraw system is HapticHead [26].
HapticHead is a vibrotactile interface with a total of 24 actuators located around
the head in a sphere-like arrangement (see Fig. 3). The actuator type we used
in this work is a common coin-style Precision Microdrives model 312-101 [35]
(12500 rpm at 3.3V, 12 mm coin type, 2.6 g normalized amplitude, 40 ms lag
time, 132 ms rise time, and 285 ms stop time). Combined with the high update
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rate of the HapticHead system of 90 Hz, this actuator type can playback any
tactile intensity, roughness, and rhythm within its limits (namely rise and stop
time). Typical, predefined patterns such as sine or sawtooth are also possible.

2.2 Tactile Pattern Editors
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Fig. 4. Design space of TP editors after [33], modified to include VRTactileDraw and
various other recent works.

Seifi et al. [42] evaluated three possible interfaces that allow users to define
TPs for a single actuator in a Wizard of Oz study. They conclude that users want
more control (intensity, roughness, and rhythm) over TPs than a simple choice
among preset patterns. Macaron is a web-based TP editor for single actuator
TP design [40]. Swindells et al. published an editor to merge simple haptics with
audio and video channels [44].

Cuartielles et al. [6] briefly present four different approaches to TP editors and
give recommendations on how a TP editor should allow interaction (touch-based,
not overly complex, and allowing immediate replay of the created pattern). The
“Blind Theatre Editor” (2009) mentioned in [6] is an approach to generate TPs
for up to 64 haptic actuators. However, while it allows defining an intensity curve
for each actuator individually on a timeline, like the curve mode in [24], it is also
quite complex, shows just a rough indication of spatial actuator position, and
can only be used by technicians [6].

The posVibEditor [36] aims to support TP design for multiple actuators and
arbitrary waveforms but lacks in selecting a particular actuator from a large
number of possibilities as the actuators are not visualized on the affected body
part. Moreover, each actuator curve has to be defined individually, leading to
a high degree of control on the generated pattern but is rather complex. The
bHaptics Designer [3] by bHaptics Inc. is similar to the posVibEditor. It was
released alongside a commercial tactile suit and accessorizes for VR gaming and
also features grid and timeline editing of TPs using the mouse and keyboard [3].

TactiPEd [33] is a visual interface to easily prototype TPs for multiple actu-
ators. [33] surveys several systems and approaches and discusses their strengths
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and weaknesses, including some of the ones above (see Fig. 4). The philoso-
phy behind TactiPEd is closely related to this work, as the goal is to provide
a simple visual interface to define TPs for multiple actuators. While [33] works
for actuator arrangements of up to 6 to 8 actuators, such as in a wristband, it
is unclear whether it scales to more complex spatial arrangements due to the
missing spatial 3D mapping. The Tactile Animation Authoring Tool, presented
with an algorithm to interpolate between actuators in grid displays, is similar
to the algorithm used in this work. It allows users to draw strokes on a 2D grid
representation of actuators, thus enabling rapid prototyping of TPs for 1D or
2D tactile grids [38]. It has not been released publicly nor validated in usability
studies with standardized usability measures.

HFX Studio [7] is a haptic editor to design patterns for VR use cases with
the human perceptual model in mind. The intention is to design haptic patterns
for VR, but the actual pattern editing is performed outside of VR using Unity
timelines with a mouse and keyboard. Thus, while the aim is related to the
aims of VRTactileDraw, the interaction concept is very different. In principle,
HFX Studio can design TPs of similar spatial complexity like the ones resulting
from VRTactileDraw. However, the effort and time investments in designing
such complex TPs are considerably higher than our approach. In Danieau et
al.’s [7] study task of drawing a tactile arrow on a model, users took more than
three minutes on average, while the same task takes just a few seconds with
VRTactileDraw. Nevertheless, HFX studio is one of the most advanced haptic
editors, as it aims for high precision and even allows defining effects for other
modalities (like thermal and pressure) in addition to vibration.

VibroPlay [21] is the first short concept of an in-VR TP editor that allows
direct manipulation of a pattern by touching actuators in a model (only sup-
ports binary on or off), which is distinct to our approach. The concept was
neither fully documented nor tested in a usability study. Finally, 3DTactileDraw
[24], mentioned in the introduction, shows a first implementation of two possible
user interfaces for designing TPs using strokes on a model for a large number
of actuators in arbitrary configurations. The implemented curve interface (see
Fig. 2, left) is closely related to many of the approaches above. The drawing
interface (see Fig. 2, right) pursues a novel approach to define TPs. With the
drawing interface, individual actuators no longer have to be defined separately.
Instead, the user can draw a stroke on the model of a body part. An interpo-
lation algorithm, first published in [25, 26] and similar to TactileBrush [22, 38],
takes care of modeling the resulting TP. This drawing interface was preferred
by most participants of the user studies that compared the curve interface, and
the drawing interface [24]. However, due to the nature of a 2D user interface
and mouse and keyboard input, this system has some inherent limitations. For
this reason, we decided to realize the TP editor in a VR environment. Unlike
most previous related works, the simple and intuitive design of VRTactileDraw
focuses on novice users.
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3 Iterative Design Process and Implementation

We started by reviewing TP design interfaces from related work. We settled on
using the Unity IDE for VR scene modeling with the HTC VIVE Pro, including
the wireless add-on, as the basis of our system. The HTC VIVE has left and
right-hand controllers, which are used simultaneously. These controllers feature
several buttons, including an analog trigger button and a touchpad, which offer
various possibilities for the design of VR interfaces.

3.1 Virtual Reality Interface Design

Apart from appropriate hardware, a suitable user interface design is needed for
effective tool selection and to prevent so-called VR sickness (in particular nau-
sea) from occurring [30]. Previous work on VR sketching showed prototypes of,
e.g., a color selector menu [9]. We mostly followed the guidelines by Sherman
et al. [43] for general guidelines, Alger [1] for recent VR interfaces, and Lin et
al. [31] for measures to prevent VR sickness. Lin et al. [31] recommend using
independent visual backgrounds to reduce VR sickness. With RQ2 in mind, we
implemented this by using a low-poly background from the Unity asset store.
We chose a background with few environmental features (e.g., mountains and
trees) to prevent distraction and for performance reasons. The VR environment
should be rendered at least as fast as the VR headset refresh rate to reduce
the likelihood of VR sickness and nausea [43, 46]. Alger recommends using ra-
dial menus anchored on the controllers or hands themselves combined with a
touchpad [1]. We found this a useful recommendation for implementing several
different interface options for the HTC Vive controllers as we aimed to design
our interface as simple and intuitive as possible (RQ1). The final mapping of
interface functions to controller buttons is shown in Fig. 5. Because drawing in
mid-air sometimes leads to inaccuracies, it is necessary to let users rapidly delete
and re-draw a stroke in case of erroneous input.

3.2 Goals and Basic Features

We defined the following set of goals for the system, which originate from earlier
work [24], VR interface design guidelines mentioned above, our research ques-
tions defined in the introduction, and pilot testing:

G1 Make the VR interface easy and intuitive to use so that non-technical and
first-time VR users can still design their imagined TPs for a complex tac-
tile interface on an experimental basis, without having to rely on external
documentation or training.

G2 All settings within the interface should be within reach, and easily usable,
comparable to Tilt Brush [17] and adhere to the design guidelines set by
Alger [1].

We identified the following basic features of the VR TP design interface,
which originate from pilot testing and adapting related work in VR [24]:



8 Kaul et al.

– Drawing strokes of varying intensity levels by “laser pointing” at a modeled
body part.

– Instantly rendering the stroke that a user is currently drawing as a TP (the
user should see real-time visual feedback and feel tactile feedback).

– Selecting existing strokes by pointing and clicking or through menu buttons.
– Replaying the entire pattern, which may consist of several strokes that may

overlap in time.
– Changing the TP playback speed seamlessly within a certain range (e.g.,

0.1-3.0 times the original speed).
– Jumping to a desired position within the TP and looping the TP.
– Changing the start time of a stroke relative to other strokes after drawing

it.
– Deleting strokes and patterns.

3.3 Design and Implementation

Based on related work and the goals and essential functions outlined above, we
started designing a VR interface for TPs from scratch. In our first sketching
sessions, we came up with the concept of two radial controller menus as sug-
gested by Alger [1], where one “draw” controller in the user’s dominant hand
would be responsible for the main functions (e.g., draw, delete stroke/entire pat-
tern, return to the main menu). In contrast, the “select” controller in the user’s
non-dominant hand is mapped to secondary functions, such as stroke selection,
pattern playback speed, start/pause, and current position in the pattern. Fur-
thermore, we designed a simple main menu for choosing between the available
patterns, specify global settings, and potentially delete patterns.

We used Unity v5.6.6f for the implementation. The project is designed so
that it can easily be used with a variety of tactile interfaces.

We implemented the aforementioned basic features and made them accessible
via two controller menus as shown in Figure 5. To quickly delete multiple strokes,
we implemented a multi-tap for the “delete stroke” button so that users can
delete strokes in rapid succession without a confirmation dialog. We decided not
to implement an undo function for this feature, as it is easy to draw a new
stroke in case of accidental deletion. Deleting all strokes at once is also possible
by deleting the entire pattern in the main menu.

As shown in Fig. 6, we designed a head-up display (HUD) embedded in
the upper center of the user’s field of view. The HUD shows the current and
total time in the pattern, an overlay of all strokes with their respective colors,
the selected pattern speed, and whether pattern looping is turned on. It also
seamlessly shows the current position on the timeline while changing the current
time. This HUD makes it easy to use these functions without looking at the
controller. We also decided to show the current stroke intensity percentage as a
hint that stroke intensity is proportional to force applied to the trigger button
(hidden while no stroke is being drawn).

Since the user can draw multiple strokes which have to be visually distin-
guished, we select colors for our strokes by picking colors from a color alphabet
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Fig. 5. Final mapping of the controller menu in the final prototype. Some functions
were not yet present in the user study. Left: selection controller, right: drawing con-
troller. Menu items can be selected by moving the thumb in the appropriate direction
on the touch pad and then pressing down. Pressing down multiple times without fully
lifting the thumb triggers the action repeatedly. Some menu items lead to an adjustable
slider, which is confirmed by pressing down (bottom center).

Fig. 6. First version of the head-up display with annotated elements.

designed by Green-Armytage [18]. It ensures a high contrast between the colors
and works well on bright backgrounds.

We initially implemented the same interpolation algorithm for tactile actu-
ation as in [24, 26], but finally settled on a different algorithm. The original
algorithm was targeted explicitly at guidance, whereas in this work, each actu-
ator’s intensity depends on one or more drawn strokes. The original guidance
algorithm would sometimes stimulate an actuator farther away to get a person
to move their head in that direction. In contrast, the new algorithm always picks
the actuators closest to the stroke. The new interpolation algorithm works as
follows: For a single position on a stroke, we gather the N = 3 closest actuators.
These are driven at an intensity proportional to their distance to the stroke posi-
tion, normalized over all N actuators, and multiplied by the stroke’s intensity at
the current position (0..1). In case multiple stroke positions of different strokes
affect an actuator at the same time, the results are added up per actuator and
capped at the maximum intensity. This algorithm is less suitable for tactile in-
terfaces that do not feature a dense layout of tactile actuators. For example,
HapticHead has closely spaced actuators to take advantage of the tactile fun-
neling illusion, which may cause users to perceive stimulations as smoother and
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in-between actuators [26, 27]. The interpolation algorithm can easily be replaced
by a more appropriate algorithm for less dense arrangements.

4 User Study

We validated our system in a user study with 17 participants from different
backgrounds and gathered feedback on possible improvements.

4.1 Design and Study Tasks

We chose the think-aloud method [47] for our study as it helps to expose usability
flaws. In a think-aloud study, the user interface should be self-descriptive so that
the user can work on a given task without any advice from the experimenter [47].

To make participants fully explore the possibilities of the interface, we de-
signed a set of 10 tasks. Most of these tasks are open so that the participants
may take various approaches and may reach different results.

Specifically, the tasks ask the participants to design a TP which:

1. asks the user to stop,
2. notifies the user of an up-leading staircase,
3. asks the user to turn right,
4. asks the user to crouch,
5. lets the user feel a growing tension,
6. asks the user to look up,
7. warns the user of a future earthquake,
8. asks the user to run forward,
9. lets the user feel a slow heartbeat, and

10. lets the user feel a simultaneous vibration left and right.

Tasks 1-8 represent general use cases of the tactile interface. Task 9 was
chosen so that users experiment with the “Loop” feature and task 10 requires
users to experiment with the “set stroke time” feature.

4.2 Implementation

We implemented the aforementioned counterbalanced tasks in the interface by
embedding the textual instruction statically in the scene’s background. Users
are constantly reminded of what they are currently working on.

4.3 Procedure

After reading and signing an informed consent form and optionally a photo-
graphic release form, we explained the think-aloud study method [47] to the
participant. For hygienic reasons, participants wore a balaclava under the Hap-
ticHead prototype, which played the TP. On top of that, they wore the HTC



VRTactileDraw: A Virtual Reality Tactile Pattern Designer 11

Vive Pro, which rendered the VR scenes. The only other instruction to each par-
ticipant was that they are supposed to go back to the main menu after finishing
a task, possibly take a break and then start the next task.

Before starting the actual experiment, we tested each of the 24 actuators of
the HapticHead individually to make sure there were no defects. The partici-
pant then started working on the first task after tapping the appropriate “new
pattern” button in the main menu. A balanced Latin Square counterbalanced
tasks to distribute order effects. In case the participant gave us consent, we also
recorded the entire session on video for later analysis. All participants gave us
consent for video recording, at least for internal uses. In the end, the partici-
pant filled out a final questionnaire containing several Likert scales and comment
fields about his or her experiences. Since we wanted to measure the final usability
(RQ1) and comfort (RQ2) of our system, we used system usability scale (SUS)
[5] questions in the final questionnaire, and users also filled out an AttrakDiff
questionnaire [19]. The participants received a bar of chocolate as a small sign
of gratitude.

4.4 Participants

We invited a total of 17 participants (one woman and 16 men, 12 technical and 5
non-technical backgrounds, mean age 24 years, SD 3.4 years). Eight participants
had prior experiences with VR headsets, and 11 frequently use game controllers.
Six participants indicated drawing about once a month, five about once a year,
and the others never performed any drawing activity.

4.5 Results
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-100%-80 -60 -40 -20 0 20 40 60 80 100%

1. I found the vibrations on the head to be
comfortable

2. I found the VR headset to be disruptive
3. I could see the virtual environment sharply

4. I could see the information HUD on the top of
the screen sharply

5. I found the vibrations to be exhausting/tiring
6. I found the VR environment to be

exhausting/tiring
7. I found working while standing as

exhausting/tiring
8. I found working with the VR headset to be

exhausting/tiring
9. I found working with the controllers to be

exhausting/tiring

7

10
9

10

7

7

1
5

2
2

4
7

6

7

3

2
2
2

2

2

2

13
3

9
8

1
1

1

1

4

1

4
7

1

Fully disagree Slightly disagree Neutral Slightly agree Fully agree

Fig. 8. Questionnaire on comfort presented as a diverging stacked bar chart.

The final questionnaire was split in SUS questions [5], questions on intuitive-
ness and the design of interface elements (Fig. 7), and the comfort of using the
VR interface, HapticHead, and VR controllers (Fig. 8). The system usability
scale (SUS) score of our system reached a mean of 79.7 (SD=11.2). The At-
trakDiff questionnaire [19] was external as we used the official one1. Results of
AttrakDiff are shown in Fig. 9.

Our participants generally designed quite different patterns, but some general
similarities could be found among the responses as seen in Fig. 10.

4.6 Discussion

Generally, the VR TP designer was well received by the study participants. A
SUS score of 79.7 is between “good” and “excellent” according to [2]. A meta-
analysis of 5000 SUS evaluations showed that a system with a SUS score of 80.3
is better than 90 % of all evaluated systems [5, 37]. The AttrakDiff scores show
a similarly positive result. The system is generally rated as desirable (Fig. 9),
with a little higher pragmatic than hedonic quality (answers RQ1). However,
the AttrakDiff result is influenced by two questions that generally penalize VR
systems: Since the system is a solo VR experience, it is more isolating than
connective (the real world is completely shut out), and it separates the user from
the world and other people around, instead of bringing them closer together (see
Fig. 9, right). Without these two categories, the already good AttrakDiff scores
would likely be even higher.

There are possible solutions to make users feel less isolated from the world
and other people. For example, it is possible to put the entire experience into
an AR context instead of VR, using a device like the Microsoft HoloLens. Doing
this would make users feel more connected to the real world and further bring
them closer to other people. Multiple users could collaboratively work together
on a single pattern: All participating users could feel the pattern they collabo-
ratively created. Patterns could be discussed immediately. New ideas could be
brainstormed, explored, and refined together.

1 http://attrakdiff.de/index-en.html – accessed September 04, 2020
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Fig. 7 shows that the overwhelming majority of the participants liked the con-
cept, implementation, and intuitiveness of the design (answers RQ1). Nonethe-
less, the following analysis concentrates on the few negative responses we got in
the questionnaires.

P2 strongly disagreed that the vibrations he felt on his head were matching
his drawing. This participant tried to specifically target individual actuators and
insert pauses of no actuation, which was difficult with the prototype and chosen
interpolation algorithm. It incorporated the N = 3 closest actuators instead of
just one. While it is possible to add pauses with the “set stroke time” function,
this is not as intuitive as a “record mode,” which this participant suggested
instead of stopping the time while a stroke is not being drawn. P8 was the
other participant who was mostly negative on the questions shown in Fig. 7 and
answered positively on some of the tiring questions in Fig. 8. At 33 years, P8 was
the oldest participant and did not like the concept of vibrations on the head.

Regarding comfort, Fig. 8 shows that the majority of users were happy with
the design and software prototype (answers RQ2). Some participants could not
adjust the VIVE Pro headset in such a way that they could sharply see the VR
scene and interface. While we made sure that the headset was adequately ad-
justed at the beginning of the study, it may shift slightly on the head during the
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study, which leads to the display surface not being in focus. Also, three partici-
pants did not like the VR headset with HapticHead below it and described it as
disruptive or annoying. Nevertheless, only one of our 17 participants would have
preferred working with a standard 2D UI instead of a VR interface. Five of the
participants agreed that working with the controllers was exhausting or tiring.
We can relate this to the clunkiness and weight of the VIVE controllers (203 g
each). Future systems might offer different controller types, e.g., Valve index
controllers2, which naturally fit around the hands without needing a permanent
firm hand grip.

(a) Task 7, P6 (b) Task 7, P16 (c) Task 8, P7 (d) Task 8, P17

Fig. 10. Example TP designs by our participants. Task 7 was to design a pattern to
notify the user of an earthquake, while task 8 encouraged the user to run forward. The
heat map in (c) and (d) shows the stroke’s start and intensity.

Another interesting finding is the appropriateness, complexity, and similarity
of the TPs designed by our participants. While appropriateness is difficult to
measure as it is highly individual, pattern complexity varied strongly between
participants. Some used only a single short stroke, while others used multiple
strokes of varying intensity for the same task. Not all of the designed patterns
were similar, but certain tasks had a considerable level of agreement. Fig. 10
shows a number of example designs. The task to design a TP for notifying the
user of an earthquake evoked mostly high-intensity patterns, which spread over
multiple regions of the head. Other tasks, e.g., the task to encourage the user to
run forward, produced simpler lower intensity patterns. An interesting avenue
for future research may be a study on how users define and recognize their own
TPs and how the TP designs of different users differ in certain relevant aspects
(e.g., intensity, complexity, and head region).

In terms of usability comparison vs. related work, we cannot directly compare
our system’s usability against other TP editors, as no other work we know of
published standardized usability measures such as SUS or AttrakDiff. In terms
of performance, our system is faster for rapid prototyping of complex TPs than
TP editors based on timelines or intensity curves for individual actuators. For

2 https://www.valvesoftware.com/en/index/controllers – accessed August 20, 2020
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example, HFX Studio [7], as one of the most sophisticated TP editors, conducted
a study in which participants had to draw a tactile arrow on the back of a
torso model. Their users took more than three minutes on average to complete
the task, while the same task using VRTactileDraw is as simple as drawing an
arrow in any drawing application and only takes a few seconds. The only other
work using a similar algorithmic interpolation approach as VRTactileDraw, the
Tactile Animation Authoring Tool [38], is likely to have a similar TP prototyping
performance, but only in the case of a 1D or 2D tactile grid. However, we are not
aware of a public release of the tool or any usability evaluation with standardized
usability measures.

4.7 Improvements After the User Study

We implemented the following features that our participants suggested:

– Set stroke duration function: Allows changing the total duration of an indi-
vidual stroke after drawing it with visual feedback (changing bar length) in
the HUD. Eight participants suggested this.

– Symmetric mirror drawing mode: Strokes on one side of the model are simul-
taneously drawn on the other side of the model (symmetric relative to the
mid-sagittal plane). This was requested by five participants and generalizes
to other systems beyond HapticHead due to the human body’s symmetry.

– Show actuator positions option: This option in the main menu shows the
positions of all actuators so that users can consider actuator locations while
drawing patterns. Four participants requested this.

– Record mode: While pushing a record menu button on the select (left-hand)
controller, time moves on even while not drawing a stroke compared to the
regular mode, in which pattern recording time stops when no stroke is being
drawn. A red recording icon on the HUD shows whether the record mode is
active at a given time. A single participant suggested this function. We still
found it to be a worthwhile addition.

With these changes, there are two drawing modes: normal and mirror. Switch-
ing between these modes is performed by the VIVE controller grip button. Oth-
erwise, most of the new functions can be reached through the controller menus’
final mapping (see Fig. 5).

Fig. 11. Final version of the HUD. Recording mode is currently active and a stroke is
being drawn.

We also polished the overall look and feel of the HUD by adding a vertical
red time indicator, choosing appropriate background transparency, and hiding
elements that are not strictly necessary in a given context (see Fig. 11).
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Even though related work [38, 39] found that users might want to manipulate
created paths after initial creation, only three participants would have liked an
option to manipulate stroke intensity after creation. No participant suggested
altering the strokes spatially. Thus, we chose not to include an option to manipu-
late strokes, as the current implementation allows rapid deletion and re-drawing
of a stroke, which is only marginally slower than selecting a different tool and
manipulating a stroke.

5 Limitations

While our software prototype already received predominantly positive feedback,
we did not conduct a follow-up study of the changes made after the user study.
Since we implemented features that the participants suggested and that we con-
sidered valuable, we estimate the SUS and AttrakDiff scores to improve with
these changes. We aim for the final verification of this hypothesis in future work.

Nine of our 17 participants in the user study had no prior experience with
VR systems. Thus a novelty effect [28] cannot be precluded. Even if we had
recruited only participants with prior VR experience, a novelty effect could still
occur as the TP editor itself would be novel to them. Thus, the ratings of our
TP editor are likely positively biased. The novelty effect wears off over time [28],
so a long-term study in future work may procure more accurate ratings.

6 Open Source Release and Extension to Other
Prototypes

The user study was conducted with a tactile display from prior work [25, 26].
However, the prototype can easily be extended to support different body-worn
tactile feedback systems, like tactile vests or full-body suits [3, 4, 10, 14, 26, 29,
32, 41]. We provide an open-source release3 of VRTactileDraw. The interface is
implemented in a modular, extensible way so that it is easy to replace the main
components to fit specific requirements. In order to use the VRTactileDraw editor
with a different tactile output system, a developer has to perform the following
steps, further specified in the documentation:

– Replace the provided models of the head and human body with a targeted
body part model (e.g., chest).

– Create copies of the Actuator Prefab model, assign unique ids, and position
the actuators according to the tactile system’s specification. This is all done
inside the Unity editor.

– Implement a script to drive the new tactile system, including the system-
specific communication protocol. The RaspberryCommandSender class may
serve as an example.

3 VRTactileDraw open-source release: https://github.com/obkaul/VRTactileDraw
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With the open-source release, we provide a documented framework for devel-
opers to use on their own tactile prototypes. The original software prototype for
HapticHead is included in the framework. Besides, we provide other examples of
tactile displays: two different tactile vests, including the respective 3D model of
a complete human body.

Fig. 12. VRTactileDraw driving a 52-actuator tactile vest mockup, and the users’ view
inside an HTC Vive

Figure 12, left, shows VRTactileDraw in action on a virtual tactile vest with
52 actuators around the torso and over the shoulders. The VR software compo-
nents are fully implemented, but the tactile output system is currently a mockup
only.

Fig. 13. VRTactileDraw driving the MultiWave prototype vest [41]: A wearable vi-
brotactile vest containing 76 actuators (left) and the user’s view inside an HTC Vive
(right). The user is replaying a TP and simultaneously feels vibrations as indicated by
the heatmap.

Figure 13 shows VRTactileDraw driving a fully implemented tactile vest sys-
tem [41]. MultiWave is an FPGA-based controller for multiple tactile actuators
connected to a tactile vest prototype, which is intended for mobile haptic feed-
back in virtual or augmented reality [41]. It consists of 76 actuators controlled
by MultiWave via Bluetooth or WiFi. VRTactileDraw can be used to generate
TPs for MultiWave and the tactile vest, e.g., to realize navigation for visually
impaired people and to provide orientation feedback and effects in VR environ-
ments.
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7 Conclusion and Future Work

We present the first full-fledged design, implementation, and evaluation of a TP
editor where the actual TP editing process is entirely conducted inside a virtual
environment. VR interfaces are well suited for designing TPs for complex spatial
arrangements of tactile actuators. Users can freely move around and generally
have a better understanding of spatial relationships than in 2D UIs (see [12]).
Our system is also more scalable in terms of the number of actuators and spatial
actuator configurations than traditional timeline-based TP pattern design UIs.
In traditional timeline-based TP editors, a designer has to define an intensity
curve for each actuator. Simultaneously, in our approach, an interpolation al-
gorithm takes care of calculating intensity curves of all actuators in real-time
based on simple strokes drawn by potentially novice users.

VRTactileDraw is generally easy to use and understand, especially when con-
sidering the complexity of the created patterns generated out of simple strokes.
Thus, we can answer the research questions defined in the introduction as fol-
lows: The presented VR interface with its minimalistic environment and self-
explanatory interactions is indeed highly suitable to design tactile patterns as
it allows rapid prototyping, the SUS, and AttrakDiff scores indicate a desirable
system and most of our users were able to design TPs without any prior knowl-
edge freely and rated it as generally intuitive (see Figure 7 and 9, answers RQ1),
and it was highly accepted amongst our study participants in terms of comfort
(see Figure 8, answers RQ2).

Apart from extending our system to other tactile prototypes, as mentioned
in the previous section, another direction for future work was already hinted at
in the discussion: Multiple users could collaboratively design TPs, either in the
same VR environment and simultaneously experience the created patterns or in
an AR variant that shows the natural environment, other users, as well as the
designed TPs. This collaboration would make users feel less isolated from the
world and their colleagues, facilitate discussion about and refine patterns, and
probably lead to a better overall result. However, it would require that each user
is equipped with a tactile feedback device.

These collaborating users would not even need to be at the same physical
location but could be represented by avatars and work together at a distance,
sharing the created patterns. Furthermore, one user could draw a tactile stroke
on a body part, while another user would simultaneously feel the tactile feedback.
This would allow for the exploration of novel use cases compared to simple TP
design, like feeling the touch of another person, hugs, “cuddles,” and possibly
experiencing a faraway person’s emotions. Future work may also investigate the
effects of drawing TPs from a third-person perspective and experiencing the
synchronous tactile sensation on the process of designing tactile patterns and
the outcome.

All the use cases mentioned above of extending our concept to multiple users
are another considerable advantage of our in-VR (or potentially AR) concept
over traditional TP designers. These are not easily extended to multiple collab-
orating users working in the same environment.
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